Evidence-Based Medicine, Systematic Reviews, and Guidelines in Interventional Pain Management: Part 6. Systematic Reviews and Meta-Analyses of Observational Studies

Laxmaiah Manchikanti, MD1, Sukdeb Datta, MD2, Howard S. Smith, MD3, and Joshua A. Hirsch, MD4

Observational studies provide an important source of information when randomized controlled trials (RCTs) cannot or should not be undertaken, provided that the data are analyzed and interpreted with special attention to bias. Evidence-based medicine (EBM) stresses the examination of evidence from clinical research and describes it as a shift in medical paradigm, in contrast to intuition, unsystematic clinical experience, and pathophysiologic rationale. While the importance of randomized trials has been created by the concept of the hierarchy of evidence in guiding therapy, much of the medical research is observational. The reporting of observational research is often not detailed and clear enough with insufficient quality and poor reporting, which hampers the assessment of strengths and weaknesses of the study and the generalizability of the mixed results. Thus, in recent years, progress and innovations in health care are measured by systematic reviews and meta-analyses. A systematic review is defined as, “the application of scientific strategies that limit bias by the systematic assembly, clinical appraisal, and synthesis of all relevant studies on a specific topic.” Meta-analysis usually is the final step in a systematic review.

Systematic reviews and meta-analyses are labor intensive, requiring expertise in both the subject matter and review methodology, and also must follow the rules of EBM which suggests that a formal set of rules must complement medical training and common sense for clinicians to integrate the results of clinical research effectively. While expertise in the review methods is important, the expertise in the subject matter and technical components is also crucial.

Even though, systematic reviews and meta-analyses, specifically of RCTs, have exploded, the quality of the systematic reviews is highly variable and consequently, the opinions reached of the same studies are quite divergent. Numerous deficiencies have been described in methodologic assessment of the quality of the individual articles. Consequently, observational studies can provide an important complementary source of information, provided that the data are analyzed and interpreted in the context of confounding bias to which they are prone. Appropriate systematic reviews of observational studies, in conjunction with RCTs, may provide the basis for elimination of a dangerous discrepancy between the experts and the evidence.

Steps in conducting systematic reviews of observational studies include planning, conducting, reporting, and disseminating the results. MOOSE, or Meta-analysis of Observational Studies in Epidemiology, a proposal for reporting contains specifications including background, search strategy, methods, results, discussion, and conclusion. Use of the MOOSE checklist should improve the usefulness of meta-analysis for authors, reviewers, editors, readers, and decision-makers.

This manuscript describes systematic reviews and meta-analyses of observational studies. Authors frequently utilize RCTs and observational studies in one systematic review; thus, they should also follow the reporting standards of the Quality of Reporting of Meta-analysis (QUOROM) statement, which also provides a checklist. A combined approach of QUOROM and MOOSE will improve reporting of systematic reviews and lead to progress and innovations in health care.
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Evidence-based medicine and comparative effectiveness research have been described as analogous to religion and politics – meaning different things to different people. With the Obama health care reform hotly debated, in the center of which is the comparative effectiveness research, the recent articles published in the New England Journal of Medicine evaluating the effectiveness of vertebroplasty for painful osteoporotic vertebral fractures (1,2) and accompanying editorial (3) raise further questions with regards to the ability of randomized trials to effectively determine the efficacy of an intervention. The accompanying editorial by Weinstein (3) elegantly describes the evidence in the context of comparative effectiveness research as proposed in the American Recovery and Reinvestment Act. Weinstein describes that although clinical trials are an integral part of comparative effectiveness research, from a safety and effectiveness standpoint, data from clinical trials combined with those from registries or other large longitudinal databases are necessary to provide the best evidence.

Over the past decade, 2 major movements have emerged in medicine, both intended to improve patient care (4). The medical humanism movement seeks to understand the patient as a person, focusing on individual values, goals, and preferences with respect to clinical decisions. The second movement is evidence-based practice, which aims to put medicine on a firm scientific footing; experts evaluate the best available data and develop clinical guidelines designed to standardize procedures and therapies. While Obama health care seeks to combine both with a universal coverage and cost containment – the goal is unattainable as these 2 polarizing issues are poised to collide rather than coalesce.

Even though the trials of vertebroplasty (1,2) provide the best available scientific evidence for an informed choice, it remains to be seen whether there will be a paradigm shift in the treatment of vertebral compression fractures with vertebroplasty (3). The history shows us otherwise with lack of effect of such randomized trials on practice patterns with coronary artery revascularization (5-8), intraarticular facet joint injections (9), lumbar interlaminar epidurals (10), and various other treatments (11-15). The growth has not been hindered. In fact, growth has been exponential for some interventions (11,16-19). In the case of vertebroplasty, observational studies suggested that there is an immediate and sustained reduction in pain after this procedure is performed (20). Further, one randomized, open trial involving 34 patients (21) and 2 quasi-experimental, open, controlled, before-after studies that compared vertebroplasty with conservative treatment (22,23) also showed similar results. Further, multiple systematic reviews provided favorable evidence (24-28).

While many aspects of evidence-based medicine including randomized trials, systematic reviews, meta-analyses, and clinical guidelines indicate signs of progress in the effort to keep pace with health care innovations, the medical profession continues to struggle with conflicts of humanism and evidence-based practice. While it is hypothesized that shared decision-making will close the gap, it appears that it may actually widen the gap. Evidence-based medicine is considered as a shift in medical paradigm, which acknowledges that intuition, unsystematic clinical experience, and pathophysiologic rationale are insufficient grounds for clinical decision-making (29-35). The hierarchy of strength of evidence for treatment decisions varies from N of 1 randomized controlled trials (RCTs) on the top, followed by systematic reviews of randomized trials, and ranging all the way down to unsystematic clinical observations (35). Consequently, systematic reviews and meta-analyses are considered popular evidence-based tools for randomized, observational, and diagnostic accuracy studies and they are quite often used to answer complex research questions across many different research domains (36,37).

1.0 An Introduction to Systematic Reviews and Meta-Analyses

The history of systematic reviews has been described in Part 2 (31). Historically, the philosophy dates back to 1747 (38). During the 1960s and 1970s, early systematic review methods were advanced by social scientists (39). The term “systematic review” was coined long before evidence-based medicine (40).

The terminology used to describe systematic reviews and meta-analyses has been described in Part 3 (32). In short, a systematic review utilizes explicit methodology of clearly formulated questions and methods to identify, select, and critically appraise relevant research and then collect and analyze the data from the studies that are included in the review.

Meta-analysis was described in 1904 (41). Meta-analysis incorporates the statistical pooling of data across studies to generate a summary in the form of pooled estimates of effects (42,43). Thus, a meta-anal-
sis ideally starts with an unbiased systematic review that incorporates articles chosen using predetermined inclusion criteria, with meta-analysis constituting the final step in a systematic review, even though meta-analysis may be performed without systematic reviews.

Both systematic reviews and meta-analyses, despite their differences, have many similarities and represent a continuum providing clinicians, researchers, policy-makers, and patients with a synthesis of an unmanageable and exponentially increasing number of manuscripts by linking and correlating huge amounts of information with identification of beneficial or harmful interventions (43,44).

Systematic reviews are labor intensive and require expertise in both the subject matter and review methodology. Systematic reviewers should/must follow the rules of evidence-based medicine which suggests that a formal set of rules must complement medical training and common sense for clinicians to interpret the results of clinical research effectively. Thus, knowing the tools of evidence-based practice is necessary, but not sufficient for delivering the higher quality of patient care. Consequently, expertise in one area or another is not enough and may lead to inaccurate conclusions, in turn leading to inappropriate applications of the results (45-47). Consequently, expertise in the subject matter and review methodology are not only important and crucial but essential. A systematic review is defined as, “the application of scientific strategies that limit bias by the systematic assembly, critical appraisal, and synthesis of all relevant studies on a specific topic” (37,48,49).

Generally systematic reviews and meta-analyses are performed for randomized trials (50-56). However, systematic reviews also may be performed for observational studies and diagnostic accuracy studies (24-28,57-86). However, observational studies have been considered inferior and inadequate in providing evidence (33), generally based on the lack of understanding or politics, leading to the impressions and characterization of evidence-based medicine as a stick by which policy-makers might impact clinical practice (87-94). Further, the ability of randomized trials to determine effectiveness of new treatments applicable to everyday practice and systematic reviews and meta-analyses of randomized trials has been noted to be, at times, methodologically flawed (50,95-99). In fact, in an 1987 survey of 86 English language meta-analyses (50) assessing each publication on 23 items from 6 content areas considered important in the conduct and reporting of meta-analysis of randomized trials, only 24 or 28% of the 86 meta-analysis reported that all 6 content areas had been addressed. An example is that of 4 systematic reviews examining the cardiovascular effects of vitamin E supplements (100-103). Even though, consistency was observed in 3 of the 4 systematic reviews, and, despite the number of studies of these systematic reviews varied from 7 to 84, there was no association between vitamin E and any cardiovascular endpoint (100-102). Further, the fourth review (103) conducted a dose-response analysis for which high doses of vitamin E were shown to significantly increase the risk of all-cause-mortality by 9% to 14%.

The Quality of Reporting of Meta-analyses (QUOROM) statement was developed with details of reporting recommendations published in 1999 to improve the quality of reporting (104). Unfortunately, there continues to be considerable evidence that key information is often poorly reported in systematic reviews, thus diminishing their potential usefulness (105-109). In fact, the reporting evidence has been updated in the form of PRISMA statement for Preferred Reporting Items for Systematic Reviews and Meta-analyses of studies (95,96). Sampson et al (97) attempted to identify validated or evaluated search reporting instruments used in reporting systematic review searches and to compare reported and recommended searching practices. They concluded that there was no clear consensus regarding optimum reporting of systematic review search methods and commonly recommended items show suboptimal reporting.

Most questions in medical research are investigated in observational studies (110-116). Observational studies are also more likely to provide an indication of daily medical practice (117). Consequently, it has been proposed that observational studies and RCTs can be viewed as expressions in the setting of modern clinical research of the steps of observation and experimentation that form the basis of the scientific methodology (116). However, reporting of observational research is often not detailed and clear enough to assess the strengths and weaknesses of the investigations (106,107,110,118-129). Further, multiple deficiencies with overwhelming heterogeneity (130), methodological quality (131,132), deficiencies in statistical methods (133), and other deficiencies (134-136) have been widely reported.

An observational study is defined as an etiologic or effectiveness study, a cross-sectional study, a case
series, a case-control design, a design with historical controls, or a cohort design. The studies of risk factors generally cannot be randomized because they relate to inherent human characteristics or practices and exposing subjects to harmful risk factors is unethical (120-122). Apart from that, observational data may be needed to assess the effectiveness of an intervention in a community as opposed to the special setting of a controlled trial (137); design of diagnostic studies is based on observation rather than randomization (34,138-143).

2.0 Why Systematic Reviews and Meta-Analyses of Observational Studies?

The necessity for systematic reviews and meta-analyses of RCTs has been described (32). It has been stated that systematic reviews are a vital link in the great chain of evidence that stretches from the laboratory bench to the bedside (144). Further, a systematic review provides the mechanism to identify studies with weak designs because their results can be biased, often overestimating the benefits of the treatment being studied (145-149). The results of a single study often apply only to a certain kind of patient or a particular setting, a systematic review of many studies can provide information relevant to a broad range of patients at different treatment doses and in different treatment settings. In addition, a systematic review serves multiple purposes including reduction of a large amount of information to a manageable size, helping to determine whether the results are consistent from study to study and to generalize the results, serves the purpose of reducing the cost as it is less expensive and quicker to conduct than to embark on a new study, may also reduce the delay between publication of research findings and the implementation of new effective treatment strategies, it also combines information from individual studies so that its overall sample size is greater than that of any one study, which leads to an increase in the power of the investigation, and finally, a systematic review limits bias and improves the reliability and accuracy of recommendations because of its formalized and thorough method of investigation (36).

3.0 Why Quality Systematic Reviews?

Assessment of methodologic quality is crucial in all types of studies – more so for observational studies. Multiple systems and tools have been developed to assess the methodologic quality of observational studies which is the essential part of a systematic review (138).

Empiric research on the quality of systematic reviews has shown that not all systematic reviews are truly systematic (150,151), that the quality of systematic reviews is highly variable (95,99,123-136,152,153), and that the Cochrane reviews, on average, may be more rigorous and better reported than journal reviews (151,154). Even then, some studies have shown deficiencies in Cochrane reviews with methodological problems (155,156). While there are numerous descriptions about systematic reviews and meta-analyses of randomized trials, there is a paucity of literature with systematic reviews and meta-analyses of observational studies (105,120). Similar to Consolidated Standards of Reporting Trials (CONSORT) (157,158), Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) guidelines (110,111) have been described to report observational studies. In addition, SQUIRE (Standards for Quality Improvement Reporting Excellence) (126) and STREGA (Strengthening of Reporting of Genetic Association Studies – an extension of the STROBE) statement (127,128) have been published. It has been described that coherent and transparent decision rules are needed for deciding when only to include RCTs, when to include non-RCTs, and when to include other types of evidence (159). It is important to include observational studies as RCTs are limited. In a review (160), it was shown that a random 1% sample of meta-analysis published by Cochrane Collaboration in 2003, 6 of 16 reviews included 2 studies or fewer. In addition, 158 of 183 analyses conducted in 7 additional studies were limited to 2 or fewer studies. Thus, addition of information from observational studies, systematic reviews, and meta-analyses may aid in clinical reasoning and establish a more solid foundation for causal inferences. Shrier et al (161) found that advantages including both observational studies and RCTs in a meta-analysis could outweigh the disadvantages in many situations and that observational studies should not be excluded a priori. Thus, it could reduce false inferences based solely on RCTs. In fact, Shrier (162) in a systematic review which included RCTs and observational studies led to a different conclusion that stretching immediately before exercise would not reduce injury. In contrast, the prevailing opinion prior to 1999 that stretching immediately before exercise was of benefit, a recommendation mostly based on 4 small RCTs (161). In addition, a subsequent large RCT...
that directly addressed the questions supported Shrier’s hypothesis (163), as have other systematic reviews and meta-analyses (164,165).

Shrier et al (161) demonstrate the reasons to include observational studies in systematic reviews. These include the fact that the findings of RCTs sometimes contradict the findings of highly publicized observational studies but sometimes RCTs also contradict the findings of highly publicized RCTs (166). MacLehose et al (167) evaluated in a systematic review the effect sizes derived from randomized and non-randomized studies. MacLehose et al (167) concluded that discrepancies for high quality studies were small but that discrepancies for low quality studies were large. Sacks et al (168) examined the inclusion of studies with historical controls versus RCTs and found that historical control studies produce effect estimates of much larger magnitude. Concato et al (169) found similar estimates of effect for meta-analysis based on RCTs versus high-quality cohort studies. Benson and Hartz (170) found similar results between meta-analysis based on RCTs and on cohort studies performed after 1984.

Ioannidis et al (171) found discrepancies in only 8% of the topics covered by prospective studies. Furlan et al (172) showed that the discrepant results between cohort and RCT studies regarding low back pain were almost all attributable to the quality of the studies and to homogeneity. Thus, well conducted observational studies will yield similar estimates of effect compared with RCTs when the bias created by the potential limitations exclusive to observational studies is small in magnitude compared with the variability and/or bias created by choice of study population, types of subjects willing to enter a study, quality of data acquired, and other random effects. Therefore it is important to study the discrepancies that occur between studies (whether due to the study design or otherwise) because they provide information that can be used for appropriate clinical reasoning and causal inferences (161). The important point is that either qualitatively or quantitatively assesses the probability of bias due to lack of randomization. Even then, some argue against the inclusion of observational studies because the researcher needs to know the estimate of the effect for a particular topic and not whether the observational studies agree with RCTs on average (173,174). This is in contradiction for evidence-based medicine to other sectors, including economic appraisals and bayesian decision theoretic approaches, in which decision-making is a function of both probabilities and utility or loss of function (175,176). Further, including observational studies in a systematic review without a meta-analysis presents fewer problems than including them in one with meta-analysis (161).

Wang and Schoenbaum (135) describing opportunities and limitations in assessing treatment effects by using observation analysis in the context of the American Recovery and Reinvestment Act of 2009 and comparative effectiveness research described that application of observational, quasi-experimental, and other non-experimental methods may also be important in this endeavor. However, they also noted that such methods are inherently susceptible to various types of potential bias and thus present special challenges in the search and generalizable evidence.

In a review about observational research, Bluhm (134) argues that what matters is whether the treatment and control groups are similar with respect to potential confounding factors, not whether they got that way through randomization. In addition, they describe other advantages of non-randomized studies including longevity and size of the trial compared to randomized trials. In summary, it was described that even though the clean randomized trials identified as “best evidence” on the hierarchy of evidence are important and useful, they have limitations. Further, pragmatic, non-randomized studies are a necessary part of the evidence base for medicine, both because they are able to provide information about a larger and more diverse population of patients, and because they are more likely to follow patients at outcome over a long period of time. However, the quality of randomized and non-randomized studies depends in part on whether potentially confounding factors, such as age, gender, or the presence of comorbid conditions, occur in roughly the same proportions in the treatment and the control groups. Thus, it was concluded that there is no reason to maintain a hierarchy of evidence that favors randomized or non-randomized studies. Instead, it was proposed that we must think in terms of a continuum of study designs from clean to pragmatic, with large databases falling at the most pragmatic end of the spectrum. We should acknowledge that clean and pragmatic studies provide equally important kinds of evidence to inform clinical decision-making.

Greene (177) after discussing various limitations of both types of studies, supported an integrative approach that targets the use of observational studies
and RCTs at different stages of the research process based on their respective strengths and weaknesses and seeks to maximize the information gained by joint evaluation of both types of evidence. Recently, an extension of STROBE statement was published as Strengthening the Reporting of Genetic Association Studies, also known as STREGA (127). The authors concluded that despite increasing recognition of a multitude of issues related to reporting, the quality of reporting needs to be improved (178-182).

Morshed et al (133) highlighted the special analytic considerations required for proper reporting and interpretation of observational studies. Lu (132) reviewed study designs, challenges, and strategies to reduce confounding. It was highlighted that there was an expanding body of literature using observational designs, partly because observational studies are less resource intensive than RCTs, as they often use electronic health care data that have already been collected, which have become more available in the last decade, leading to accumulation of large databases. They also noted that observational studies highlighted the increased risk of cardiovascular events with rofecoxib (183,184).

Simunovic et al (131) discussed methodological issues in systematic reviews and meta-analyses of observational studies in orthopedic research and concluded that sometimes, observational studies represent the best available evidence. However, they also warn that observational studies may overestimate treatment or exposure effects subject to selection, information, and confounding biases.

Maguire et al (130) reported overwhelming heterogeneity in systematic reviews of observational anti-epileptic studies. They discussed that systematic reviews of observational studies are prone to significant heterogeneity and bias, which cannot be adequately explained by reported study characteristics. However, they suggested that reporting standards for observational studies of anti-epileptic drugs could be improved by following guidelines for reporting non-randomized studies of interventions.

4.0 Methodologic Quality Assessment of Systematic Reviews

The Evidence-based Practice Center’s (EPC) Partner’s Guide (185) from the Agency for Healthcare Research and Quality (AHRQ) states that systematic reviews are only as complete and useful as the evidence that exists on a particular topic or the scope and nature of the evidence questions that guide the review. Along with an explanation of systematic reviews and meta-analyses, empiric research on the quality of systematic reviews has shown that not all systematic reviews are truly systematic (150,151,186-189). Often, systematic reviews seem to ignore the basic principles of evidence-based medicine and the very different hierarchies necessary for issues of diagnosis, prognosis, and therapy leading to substantial variability of the results (152,153) leading to the conclusion that along with an increase of systematic reviews and meta-analyses, the ignorance also continues to increase and it is mandatory that reviewers follow appropriate rules (54,55,189-197).

Oxman et al (193) provided guidance on synthesis of evaluation with 2 instruments critically appraising systematic reviews (138,194). West et al (138) reviewed different instruments for critical appraising systematic reviews and found 20 systems concerned with the appraisal of systematic reviews or meta-analysis, including one scale, 10 checklists, and 9 guidance documents, and identified 7 domains that they considered important to appraise: study question, search strategy, inclusion and exclusion criteria, data extraction, study quality, data synthesis and analysis, and funding or ownership (Table 1). Another review (194) identified 240 quality assessment instruments for systematic reviews, RCTs, and observational studies, and nearly 50 evidence grading systems. Following this critical and extensive review, the AMSTAR (A Measurement Tool to Assess Systematic Reviews) 2005 was selected as the best instrument for appraising systematic reviews (Table 2) (194,195).

5.0 How to Conduct Systematic Reviews and Meta-analyses

Guidance has been provided for reading, writing, and interpreting systematic reviews and meta-analyses (95-99,123-133,153,177,198-203). Two important objectives in conducting systematic reviews are to summarize the evidence on a specific clinical question and to critically evaluate the quality of the primary studies (43,44,143,144,204-208).

Stroup et al (120) proposed a checklist containing specifications for reporting of Meta-analysis of Observational Studies in Epidemiology (MOOSE), including descriptions of background, search strategy, methods, results, discussion, and conclusion.

Cochrane methodology (207) suggestions include formulation of the question, identification of
Table 1. Domains in the Agency for Healthcare Research and Quality (AHRQ) criteria for evaluating systematic reviews.

<table>
<thead>
<tr>
<th>DOMAIN</th>
<th>ELEMENTS*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study question</td>
<td>• Question clearly specified and appropriate</td>
</tr>
<tr>
<td>Search strategy</td>
<td>• Sufficiently comprehensive and rigorous with attention to possible publication biases</td>
</tr>
<tr>
<td></td>
<td>• Search restrictions justified (e.g., language or country of origin)</td>
</tr>
<tr>
<td></td>
<td>• Documentation of search terms and databases used</td>
</tr>
<tr>
<td></td>
<td>• Sufficiently detailed to reproduce study</td>
</tr>
<tr>
<td>Inclusion and exclusion criteria</td>
<td>• Selection methods specified and appropriate, with <em>a priori</em> criteria specified if possible</td>
</tr>
<tr>
<td>Interventions</td>
<td>• Intervention(s) clearly detailed for all study groups</td>
</tr>
<tr>
<td>Outcomes</td>
<td>• All potentially important harms and benefits considered</td>
</tr>
<tr>
<td>Data extraction †</td>
<td>• Rigor and consistency of process</td>
</tr>
<tr>
<td></td>
<td>• Number and types of reviewers</td>
</tr>
<tr>
<td></td>
<td>• Blinding of reviewers</td>
</tr>
<tr>
<td></td>
<td>• Measure of agreement or reproducibility</td>
</tr>
<tr>
<td></td>
<td>• Extraction of clearly defined interventions/exposures and outcomes for all relevant subjects and subgroups</td>
</tr>
<tr>
<td>Study quality and validity</td>
<td>• Assessment method specified and appropriate</td>
</tr>
<tr>
<td></td>
<td>• Method of incorporation specified and appropriate</td>
</tr>
<tr>
<td>Data synthesis and analysis</td>
<td>• Appropriate use of qualitative and/or quantitative synthesis, with consideration of the robustness of results and heterogeneity issues</td>
</tr>
<tr>
<td></td>
<td>• Presentation of key primary study elements sufficient for critical appraisal and replication</td>
</tr>
<tr>
<td>Results</td>
<td>• Narrative summary and/or quantitative summary statistic and measure of precision, as appropriate</td>
</tr>
<tr>
<td>Discussion</td>
<td>• Conclusions supported by results with possible biases and limitations taken into consideration</td>
</tr>
<tr>
<td>Funding or sponsorship</td>
<td>• Type and sources of support for study</td>
</tr>
</tbody>
</table>

* Elements appearing in italics are those with an empirical basis. Elements appearing in bold are those considered essential to give a system a Yes rating for the domain.
† Domain for which a Yes rating required that a majority of elements be considered.


relevant studies, study selection, study quality assessment, collection of data, analysis and interpretation of results, presentation of results, and finally, improvement and update of the reviews. Others (208) also described methodology similar to that of Cochrane which include formulating a question, finding relevant studies, selecting and assessing those studies, summarizing and synthesizing relevant study results, interpreting the review findings, and updating the review.

Source: Oxman AD et al.

5.1 Formulating a Question

Clearly framed questions are essential for determining the structure of a systematic review or meta-analysis of observational studies similar to RCTs (208-210). A properly formulated question will guide much of the review process, including strategies for locating and selecting studies or data, for critically appraising their relevance and validity, and for analyzing variations among their results.

5.1.1 Key Components of a Question

A well formulated question consists of several key components that provide criteria for selecting studies (53,211). Thus, components of a question should specify the types of participants, types of interventions or exposures, and the types of outcomes that are of interest. The types of studies also should be specified (prospective or case-controlled, etc.). However, it is not necessary to provide equal preci-

---

Table 2. A measurement tool to assess systematic reviews (AMSTAR), 2005.

| 1. Was an ‘a priori’ design provided? | The research question and inclusion criteria should be established before the conduct of the review. | Yes | No | Can’t answer | Not applicable |
| 2. Were there duplicate study selection and data extraction? | There should be at least two independent data extractors and the consensus procedure for disagreements should be reported. | Yes | No | Can’t answer | Not applicable |
| 3. Was a comprehensive literature search performed? | At least two electronic sources should be searched. The report must include years and databases (e.g., Central, EPOC, and MEDLINE). Key words and/or MeSH terms must be stated and where feasible the search strategy should be provided. All searches should be supplemented by consulting current contents, reviews, textbooks, specialized registers, or experts in the particular field of study, and by reviewing the references in the studies found. | Yes | No | Can’t answer | Not applicable |
| 4. Was the status of publication (i.e., grey literature) used as an exclusion criterion? | The authors should state that they searched for reports regardless of their publication type. The authors should state whether or not they excluded any reports (from the systematic review), based on their publication status. | Yes | No | Can’t answer | Not applicable |
| 5. Was a list of studies (included and excluded) provided? | A list of included and excluded studies should be provided. | Yes | No | Can’t answer | Not applicable |
| 6. Were the characteristics of the included studies provided? | In an aggregated form such as a table, data from the original studies should be provided on the participants, interventions, and outcomes. The ranges of characteristics in all the studies analyzed (e.g., age, race, sex, relevant socioeconomic data, disease status, duration, severity, or other diseases) should be reported. | Yes | No | Can’t answer | Not applicable |
| 7. Was the scientific quality of the included studies assessed and reported? | ‘A priori’ methods of assessment should be reported (e.g., for effectiveness studies if the author(s) chose to include only randomized, double-blind, placebo controlled studies, or allocation concealment as inclusion criteria); for other types of studies alternative items will be relevant. | Yes | No | Can’t answer | Not applicable |
| 8. Was the scientific quality of the included studies used appropriately in formulating conclusions? | The results of the methodological rigor and scientific quality should be considered in the analysis and the conclusions of the review, and explicitly stated in formulating recommendations. | Yes | No | Can’t answer | Not applicable |
| 9. Were the methods used to combine the findings of studies appropriate? | For the pooled results, a test should be done to ensure the studies were combinable, to assess the homogeneity (i.e., Chi-squared test for homogeneity, I2). If heterogeneity exists, random effects model should be used and/or the clinical appropriateness of combining should be taken into consideration (i.e., is it sensible to combine?). | Yes | No | Can’t answer | Not applicable |
| 10. Was the likelihood of publication bias assessed? | An assessment of publication bias should include a combination of graphical aids (e.g., funnel plot) and statistical tests (e.g., Egger regression test). | Yes | No | Can’t answer | Not applicable |
| 11. Was the conflict of interest stated? | Potential sources of support should be clearly acknowledged in both the systematic review and the included studies. | Yes | No | Can’t answer | Not applicable |

sion for each component. Rather, it should be based on the importance.

5.1.1.1 Types of Participants
Inclusion criteria for types of participants must be clear with definitions of the disease or condition that is of interest, such as facet joint pain, discogenic pain, or radicular pain. Next, various demographics must be addressed based on interest of the study if it is a special population group determined by age, sex, race, education, etc., or the presence of a particular condition such as low back pain or lower extremity pain. Finally, the setting is also important such as office practice, ambulatory surgery center, hospital outpatient setting, community setting, or inpatient setting.

In a systematic review, multiple restrictions must be identified, related either to population characteristics or settings (207). Public policy requires studies in specific types of population such as work related injury population, Medicare population, or a disease-specific population. However, it is not justifiable to focus a review on a particular subgroup of people based on some irrelevant factor based on personal interest or bias without an underlying identifiable biological or sociological justification.

5.1.1.2 Types of Interventions
It is crucial to define the interventions in formulating a question, along with the specifications of the interventions that are of interest. Observational studies can be cohort studies, cross-sectional studies, or case-controlled studies. The observations are either in controlled settings or audits, etc. Observational studies generally measure effectiveness, the degree of beneficial effect in clinical practice. In contrast to the explanatory trials that are most commonly conducted in academic settings measuring the efficacy, requiring major funding, observational studies provide the results of benefit of the treatment produced in a routine clinical practice setting.

5.1.1.3 Types of Outcomes
One of the key components of a well-formulated question is the delineation of particular outcomes that are of clinical interest. While pain relief is utilized as the primary outcome, it is becoming increasingly clear that other outcomes including functional status, opioid intake, return to work, or patient satisfaction are increasingly becoming important.

5.1.1.4 Types of Study Designs
STROBE describes the reporting criteria for 3 types of observational studies. These include case-control study, cross-sectional study, and cohort study. However, some studies incorporate more than one design. The most commonly utilized designs for therapeutic interventions are cohort or case-control designs (212).

5.1.2 Importance of a Question
Properly focused questions determine the initial strategies related to the condition being studied, intervention being assessed, and the population being studied. Thus, questions that the review addresses may be broad or narrow in scope, with each one of them associated with their own advantages and disadvantages. While the questions may be refined based on the data which is available during the review, it is essential to guard against bias and modifying questions, as post-hoc questions are more susceptible to the bias than those asked a priori and data-driven questions can generate false conclusions based on spurious results. However, any such change to the protocol that results from revising the question for the review should be documented clearly and limitations described.

5.2 Finding Relevant Studies
Finding the relevant studies, while a complex and time-consuming process, can seriously affect the results and introduce significant bias. The objective of the search is to generate as comprehensive a list as possible of primary studies, both published and unpublished, which may be suitable to answer the question in the review (213-216). Identification of all relevant non-randomized trials by a thorough, unbiased, and comprehensive search strategy is crucial. Consequently, the validity of a systematic review can be determined by the comprehensiveness of the search used to capture the relevant studies. In addition, multiple other issues related to the results, including the level of precision of the effect estimate and minimization of the bias in a systematic review are dependent on the volume of valid information included in the review. The recent analysis of Cochrane reviews of interventional pain management and other extensively quoted reviews (56,217-219) showed a lack of appropriate criteria and absence of many key manuscripts. The same was true of highly outspoken critics of interventional pain management reviews (220,221).


5.2.1 Searching for the Studies

Various types of search criteria have been recommended. Unfortunately, many develop their own criteria which can be significantly inadequate due to lack of understanding of the importance of searching. The most commonly utilized search of MEDLINE, also known as a quick and dirty search, is considered inadequate. Studies have shown that only 30% to 80% of all known published RCTs were identifiable using MEDLINE. Variations in the journals indexed in databases indicate a need to search more than one database to ensure optimal coverage of published literature, in subject, scope, and language of report (222-225). Some subject areas have been shown to require a more comprehensive selection of sources and unrestricted language searching in order to avoid substantial bias and increase the precision, generalizability, and applicability of the findings. However, there is evidence to indicate that exclusion of studies in languages other than English from reviews might make no significant impact to the overall estimates of the effects of treatments (226-230). However, reviewers should at least minimum add EMBASE to MEDLINE in the search strategy (223). The overlap of EMBASE and MEDLINE has been estimated to be 10% to 87% depending on the topic under investigation (231-235). Thus, at minimum for interventional pain management subjects, an electronic search strategy generally includes 3 databases (MEDLINE, EMBASE, Cochrane Library), a hand search of references for eligible trials, direct contact with the corresponding authors of eligible trials asking for additional published or unpublished trial information (236), and 3 sets of terms which include terms to search for the health condition of interest, terms to search for interventions evaluation, and terms to search for the types of study design.

Sampson et al (97) evaluated search reporting instruments used in reporting systematic review searches and compared the recommended searching practices. They concluded that there was no clear consensus regarding optimal reporting of systematic review search methods and commonly recommended items show suboptimal reporting. They also identified 11 instruments and 18 distinct search-related items addressed by these instruments.

5.3 Study Selection

After the completion of the search for the relevant studies, the studies should be assessed for the relevance to the question posed in the review. The selection process should be explicit and should be conducted in such a way as to minimize risk of errors of judgment and bias (237-239). Quality assessment of primary studies is used at various stages in the review process. As a second step, an explicit and standardized method for selecting studies from among all of those identified and then assessing the selections is a key part of the systematic review. Such a method serves the dual purpose of choosing the highest quality studies and also demonstrates the selection and assessments have been as free from bias as possible (240-245). Study selection criteria must be predetermined and inclusion or exclusion of the studies is made according to the appropriate quality assessment criteria.

Inclusion and exclusion criteria should follow logically from the review questions and they should be defined in terms of the population, their interventions, the outcomes, and the study designs of interest (32). Consequently, the studies included must meet all of the inclusion criteria but none of the exclusion criteria. In general, the inclusion criteria must specify the type of the study design (246).

Study selection also is a multi-stage process; initially encompassing liberal criteria until the citations are generated and searching, varying to more stringent criteria with retrieving the full text of all potential irrelevant citations and reviewing them. Further, a list of excluded studies detailing the reasons for each exclusion may be appropriate (104,105).

5.4 Quality Assessment of Observational Studies

Quality is a construct which includes study quality, the degree to which a study employs measures to minimize biases; focusing on internal validity or methodologic quality, bias or systematic error, a tendency to produce results that depart systematically from the true results, whereas unbiased results are internally valid; internal validity, the degree to which the results of a study are likely to approximate to the truth and which is a prerequisite for external validity; and finally external validity, generalizability or applicability, the extent to which the effects observed in a study are applicable outside of the study – in routine clinical practice. The information gained from quality assessment is crucial in determining the strength of references, inferences, and in assigning grades to recommendations generated with a review. Quality assessment can be used at various stages in a review,
starting with the study selection to data synthesis and interpretation.

The quality assessment of observational studies is crucial as it is for all other types of studies (42,247-254). Despite a paucity of the literature, numerous publications dealt with methodologic quality assessment of observational studies (33,138). West et al (138) in the AHRQ evidence report of technology assessment provided pertinent evidence to rating the quality of individual pertinent guidance to rating the quality of individual articles including observational studies. They assessed 19 systems relating to observational studies or investigations and developed 5 key domains to arrive at a set of high performance scales of checklists pertaining to observational studies which included comparability of subjects, exposure or intervention, outcome measurement, statistical analysis, and funding or sponsorship.

Sanderson et al (255) in a systematic review of tools for assessing quality and susceptibility to bias in epidemiology identified a number of useful assessment tools. They concluded that tools should be rigorously developed, evidence-based, valid, reliable, and easy to use.

5.4.1 Validity
The validity of a study is the extent to which its design and conduct are likely to prevent systematic errors or bias. An important issue that should not be confused with validity is precision. Precision is the measure of the likelihood of chance effect leading to random errors. This is reflected in CI around the estimate of effect from each study and the weight given to the results of each study when an overall estimate effect or weighted average is derived; however, more precise results are given more weight.

5.4.2 Assessment of Bias
The quality of any study within the hierarchy of evidence depends on the confidence that the trial design, conduct, and analysis has minimized or avoided biases in its treatment comparisons (131).

It has been described that well documented and performed prospective observational studies are less biased and are therefore considered higher-quality evidence than retrospective studies. This is because the predictor variable is measured before the outcome, thus establishing a time sequence of events and preventing predictor measurements from being influenced by knowledge of the outcome (256). Consequently, retrospective studies are considered as more prone to overestimating the treatment effect due to confounding and selection bias (257). In fact, observational studies may represent the highest form of evidence in some cases. In a recent systematic review that examined return to function at limb salvage or early amputation for the treatment of severe lower limb injury, the highest available evidence consisted of small prospective, cohort, and case-control studies (258). In addition, the best available evidence of the effect on mortality of delay in surgical treatment for hip fracture comes from prospective observational studies (259). In a systematic review of quality of reporting confounding bias in observational intervention studies Groenwold et al (124) concluded that the quality of reporting of confounding in articles on observational medical intervention studies was poor. They analyzed 174 articles and the potential for confounding bias was reported in the majority of studies (98%). Details on the selection and inclusion of observed confounders were reported in 10% and 51% respectively. Further, the potential for unobserved confounding was reported in 60% and 9% commented on the potential effect of such remaining confounding. Thus, they provided a mediocre score for the quality of reporting of confounding of a median score of 4 points with an interquartile range of 3 to 5.

Lu (132) reviewed study designs, challenges, and strategies to reduce confounding in observational studies. Table 3 illustrates major challenges of observational studies and strategies to reduce confounding as described by Lu and Rochon et al (132,260).

5.4.3 Confounding
Selection bias can result in confounding. A factor can confound an association only if it differs between the intervention and comparison groups (132). For a variable to confound an association it must be associated with both the intervention and outcome and its relation to the outcome should be independent of its association with the intervention. Table 3 illustrates the definition and strategies to reduce confounding. Confounding occurs when the difference in baseline characteristics between the study groups result in difference in the outcome between the groups apart from those related to the intervention and their investigation (261). Confounding can cause over- or under-estimation of the true relationship and may even change the direction of the observed effect.
5.5 Statistical Methodology

Observational studies can provide an important complementary source of information, provided that the data are analyzed and interpreted in the context of the confounding bias to which they are prone (133). The concepts of statistical methodology in observational studies include the relationship between a study sample and the target population and the 2 primary forms of statistical analysis: estimation and hypothesis testing. The concept of bias, confounding in particular, is considered as an obstacle to drawing valid conclusions from an observational study.

5.5.1 Populations and Distributions

The analysis of any clinical study is based on the principle of taking a random or representative sample of subjects in order to draw an inference about a larger population of similar individuals called the target population (133). However, going from a population to a sample leads to some degree of uncertainty or margin of error because of the need to rely on the use of estimation without knowledge of the entire population. To quantify this uncertainty, researchers rely on mathematically defined probability distributions such as normal distribution or continuous data and binomial distribution for categorical data. These distributions are based on parameters such as mean and standard deviation. If the assumption is made that the observed data are a sample from a population with a distribution that has a known theoretical form, then it is reasonable to use parameters of the distribution (those observed) to calculate probabilities of different values occurring. This parametric approach to statistics is wide ranging and ubiquitous in medical research. Consequently, unrealistic assumptions may not generate valid results. Thus, when data deviate from a so-called “normal” pattern, non-parametric or distribution-free methods should be used (133).

5.5.2 Estimation and Hypothesis Testing

Statistical analyses are of 2 general types: estimation and hypothesis testing. A primary objective of any types of observational studies is to provide some numerical value that expresses the probability or average of a measured outcome. This is expressed as a proportion or mean or the relative effect associated with a specific treatment or prognostic factor, which is also expressed as a relative risk or odds ratio.

Table 3. Major challenges of observational studies.

| Selection bias*: a systematic error in creating intervention groups, causing them to differ with respect to prognosis. The groups differ in measured or unmeasured baseline characteristics because of the way in which participants were selected for the study or assigned to their study groups. |
| Confounding*: a situation in which the estimated intervention effect is biased because of some difference between the comparison groups apart from the planned interventions such as baseline characteristics, prognostic factors, or concomitant interventions. For a factor to be a confounder, it must differ between the comparison groups and predict the outcome of interest. |

In contrast, estimation typically involves the calculation of a point estimate of disease or outcome prevalence (typically expressed as a probability, rate, or mean) or effect (typically expressed as an odds ratio, relative risk, or risk difference). Estimation gives the quantity, typically in the form of a confidence interval (CI), which informs how large an error might be made with an estimated effect. Thus, interpretation of a 95% CI would include the range of values that contains the true population mean with a probability of 0.95%.

5.5.3 Analytical Techniques

Analytical methods for observational studies vary widely and are chosen according to the type of study that is being performed (133). Most case series require very basic descriptive statistics, such as probabilities or simple averages. Therapeutic and prognostic studies strive to give unconfounded estimates of association and therefore incorporate more elaborate techniques, each with relative strengths and weaknesses. Because therapeutic studies can be thought of as a special case of the prognostic study in which we are only interested in the effect associated with one risk factor (such as specific treatment), the analytical methods used to control confounding are similar and will be presented together.

In analysis of case series, the first issue relates to the target population, which must be definable and the study sample must be representative (133). Next, the intervention must be reproducible so that an interventionalist with adequate training can expect similar results if the procedure is faithfully replicated (133). Third, the outcomes that are measured should be clinically important, and, finally, follow-up should be as complete as possible to limit loss of precision and to avoid selection bias (133). When these criteria are met, a simple descriptive statistic such as risk (number of new cases per number at risk), rate (number of new events per unit of time), or mean (numerical average), along with CIs (generated from a statistical model of a probability distribution such as the binomial for risk data or Poisson for rates) can set an important benchmark for providers and be very helpful in providing information with regard to patient expectations (133).

A classic example of a case series, which is used as a gold standard, involves a well-defined series of 940 operatively treated displaced acetabular fractures and a follow-up period of more than 33 years (262). This report showed that of the 567 hips that were operated on within 21 days, 73.7% were assessed as perfect reductions. Between 3 weeks and 4 months after injury, the probability of a perfect reduction among 150 hips decreased to 64.7%. If the data is projected to 95% CIs, the perfect reduction would have been 70% to 77.3% prior to 3 weeks, and 56.5% to 72.3% between 3 weeks and 4 months after injury. Even though, as many as 18% of patients were either lost to follow-up or had incomplete data, the results have been reproduced in case series reported by others (263-265).

In the analysis of therapeutic and prognostic studies, to avoid confounding and bias, matching, stratification, and multivariable regression can be used. Matching is a strategy whereby confounders are identified and subjects in the treatment group are matched on the basis of these factors so that, in the end, the treatment groups are “the same” with regard to these factors. Matching can either be done on a one-to-one basis or on the basis of frequencies and subjects can be matched with respective single confounder or multiple confounders. Matching is used in both prospective and retrospective observational designs, including case control studies. For example, one study examined the impact of small incisions (< 5 cm) on a variety of outcomes including blood loss, operative time, and postoperative complications, in patients undergoing primary total hip arthroplasty (266). In this study, to ensure that the group of patients who received a small incision was as homogenous as possible with the comparator group of patients who received a standard-size incision, the authors used a matched-pair cohort design by matching 60 patients in each group on a variety of potentially confounding factors, including age, sex, body mass index, diagnosis, prosthesis, type of fixation, anesthesia, pre-anesthetic status, surgical approach, and positioning. The results showed no significant differences in outcome between the 2 techniques.

While matching is an effective way of balancing multiple confounders, it is also associated with several important limitations, including difficulty of finding exact matches between the 2 groups of patients and matching eliminates substantial numbers of subjects due to an inability to match all subjects, resulting in a decrease sample size and power (133).

Stratification is also related to matching and provides another means by which to control confounding. Potentially confounding variables are identified and the cohort is grouped by levels of this factor. The analysis is then performed on each subgroup within which the factor remains constant, thereby removing
to the confounding potential of the factor. While stratification allows for control over a confounding factor, it also facilitates investigation into whether the effect of interest is constant across levels of the factor by which stratification is undertaken. Stratification is a useful strategy when there are only 1 or 2 risk factors or confounders, but it quickly becomes unmanageable and difficult to interpret when there are multiple confounders with multiple levels each.

The use of multivariate regression for the adjustment of multiple confounding factors is one of the most commonly used analytical techniques in therapeutic and prognostic studies. Regression analysis is based on modeling the mathematical relationships between 2 or more variables that give an approximate description of the observed data.

Propensity score analysis (267) is an approach to controlling for confounding through the generation of a score that “summarizes” the confounding by multiple variables. This form of analysis is a 2-stage approach in which, first, rather than modeling the outcome as a function of multiple risk factors, the probability of being treated is modeled, taking into account any possible confounding variables. This probability, usually generated by a logistic regression model, is the propensity score, and ranges from 0 to 1. Once the propensity score is generated for each subject, it can be used to match them (usually within some narrow range) or perform stratified analysis on levels of the propensity score or it can be inserted into multivariable regression, along with the treatment variable for use in estimating the outcome.

5.5.3.1 Interpretation in Reporting of Results

The reporting or interpretation of results from observational studies must be tempered with the limitations implicit both in the data and in the methods applied to the analysis of those data (133). Matching and stratification provide a means to limit confounding by another factor by holding its level constant in the analysis. Conventional multivariable adjustment offers the power to adjust for multiple confounders at the same time, advancing the pursuit of potential causal relationships. Still, multiple other criteria are required to establish causation (268). Further, it has been stated that multivariable adjustments cannot give causation unless factors such as appropriate temporal ordering of predictors and outcome are ensured and there are no unaccounted-for confounders missing from the analysis (133).

Other important limitations to the validity of observational and also randomized studies include missing data and loss to follow-up or censoring. Missing data and censoring are a form of selection bias in that those with complete data or follow-up may differ systematically in their association with outcome from those without complete data or follow-up. In the most benign sense, data missing at random should only lessen the precision or power of a study (133). However, this may also result in substantial bias of estimates if missing data is large. Numerous methods have been described to account for missing data, the most robust of which is multiple imputations (269). In dealing with the problem of patients lost to follow-up, sensitivity analysis (assigning all of those with incomplete follow-up to one or the other outcome) can at least put boundaries around the range of effect that may have been witnessed had complete follow-up been achieved.

5.6 Data Collection

Data collection is a bridge between what has been reported by primary investigators and what is ultimately reported by the authors of the systematic review. The data collection must be directly linked to the formulated review question and planned assessment of included studies. Data collection also provides a format for the historical record of the multitude of decisions and changes to decisions that occur throughout the review process. Finally, the data collection format is the data repository from which the analysis will emerge. Key components of data collection form should include essential information and also methodologic quality assessment criteria for observational studies and systematic reviews of observational studies. The essential data collection elements for systematic reviews are illustrated in Tables 1 and 2.

5.7 Summarizing and Synthesizing Relevant Study Results

The primary goals of a systematic review are to summarize the findings of the best studies available and the evidence (270,271). Thus, systematic reviews should provide a written summary of each of the relevant studies, often as a table of summaries. If a quantitative synthesis of results is described, the statistical method of meta-analysis is employed, and a summary result is produced, but this is not always necessary or appropriate. Larger studies that provide more precise estimates of treatment effects are routinely given...
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more weight in the meta-analysis calculation. One of the most reliable forms of systematic review involves collaborating researchers pooling individual patient data from different studies. While not common, this method has been used in a number of studies. Very few studies have been produced in interventional pain management with meta-analysis.

Data synthesis in systematic reviews or meta-analyses can be achieved through a descriptive or non-quantitative synthesis, complemented by the use of formal statistical techniques (271). Thus, an integral part of the data synthesis is to investigate whether the effects are consistent across the included studies and if not, to investigate the reasons for the differences, in addition to generating a summary of the effects of interventions.

5.7.1 Descriptive or Non-Quantitative Synthesis

The objective of a descriptive or non-quantitative review is to correlate and present the extracted data in a manner such that information of the characteristics such as population, interventions, outcomes, study quality, and results of the studies included in the review are summarized in a meaningful way. When this evidence is presented in a tabular format, it allows the readers to look at the evidence, its methodological rigor, and the differences between the studies. Thus, the descriptive overview is an essential part of the data on which an understanding of the data, planning, and quantitative data synthesis, and preventing errors in its interpretation.

The process of carrying out the descriptive part of the data synthesis should be explicit and rigorous (242,272). Effectiveness of health care interventions is dependent on the information that relates to a large number of factors including the recipients of intervention, who delivers it, and finally, how and in what context it is delivered. The key elements of the data synthesis involving a descriptor approach may include multiple characteristics including population, intervention, settings where the technology was applied, environmental, societal, and cultural factors that may influence compliance, nature of the outcome measures used, their relative importance and robustness, the validity of the evidence, the sample sizes, and results of the studies included in the review.

Data synthesis involves computation of an average effect where the results of each study are weighed according to some measures of the study’s importance. Each study’s weight usually relates to its sample size, the quality of the study, and the resulting precision of the estimate of effect.

5.7.2 Quantitative Synthesis

Meta-analysis is not always possible when necessary data to perform meta-analysis cannot be obtained and it may not be appropriate when the data are sparse or when the studies are too heterogenous to be sensibly combined. The meta-analysis is performed generally to increase the power, to improve precision, and to answer the questions not posed by the individual studies, and to settle controversies arising from conflicting studies or to generate new hypothesis (270). Once it is established that a meta-analysis is possible and appropriate, reviewers should make choices about comparisons to be made, outcome measures to be used in the synthesis, and effect measures utilized in quantifying the intervention.

5.7.3 Interpretation of the Review Findings

The final step in the systematic review is the interpretation of the results based on the question that was formulated in explaining how well results have answered it. Even though, the results of a systematic review should stand on their own, many are faced with the decision to the authors’ conclusions for help in interpreting the results (273,274). This leads to different interpretation of the results of the same studies in systematic reviews, which is fairly common in all disciplines of medicine.

5.7.4 Strength of Evidence

Evaluation of strength of evidence is one of the important functions of a systematic review or meta-analysis. This also incorporates the addressing of many important methodological limitations of the included studies and the methods used in the review that might affect the practical decisions about health care or future research. The integral part of the strength of evidence of an intervention is based on the quality of the studies included and their assessment. Authors of systematic reviews should look at if they have followed the reporting guidelines of observational studies as described by STROBE statement (111).

5.7.5 Level of Evidence

West et al (138) published systems to rate the quality of individual articles, as well as systems for grading the strength of a body of evidence. The National Health and Medical Research Council (NHMRC)
of Australia considered scientific data to be at the core of evidence-based approaches to clinical or public health issues, emphasizing that evidence needs to be carefully gathered and collated from a systematic literature review of each particular issue in question (275). Consequently, grading the quality of individual studies and rating of the strength of the body of evidence are both crucial elements. Strength of evidence is based on various factors including the size, credibility, and robustness of the combined studies of a given topic. However, systems for grading the strength of a body of evidence are less uniform and consistent than those rating the study quality (138). Selecting the evidence to be used in grading systems depends on the reason for measuring evidence strength, the types of studies that are being summarized, and the structure of the review panel. Domains for rating the overall strength of a body of evidence are listed in Table 4 (275). Table 5 shows panel ratings of available evidence supporting guideline statements developed by AHRQ (formerly AHCPR) (276), that is now outdated. The American Society of Interventional Pain Physicians (ASIPP) guidelines utilized a graded strength of evidence over the years as illustrated in Table 6, which was changed to quality of evidence developed by USP-STF (Table 7) (277).

### 5.7.6 Grading Recommendations

Guyatt et al (278) developed grading system based on the philosophy that guidelines panels should make recommendations to administer or not to administer an intervention on the basis of a trade-off between benefits on one hand and the risks, burdens, and potential costs on the other. In contrast to many grading recommendations, they provided recommendations which included 2 levels: strong and weak as illustrated in Table 8. Guideline panels must consider a number of factors in grading recommendations including 1) methodologic quality of evidence reporting estimates of likely benefit and likely risk, inconvenience, and costs, 2) importance of the outcome, 3) magnitude of the treatment effect, 4) estimate of treatment effect, 5) risks associated with therapy, 6) burden of therapy, 7) risk of target event, 8) costs, and finally 9) circumstances, patients’ or societal values. In the section on methodologic quality of supporting evidence strong

<table>
<thead>
<tr>
<th>Domain</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>The quality of all relevant studies for a given topic, where “quality” is defined as the extent to which a study’s design, conduct, and analysis has minimized selection, measurement, and confounding biases</td>
</tr>
<tr>
<td>Quantity</td>
<td>The magnitude of treatment effect</td>
</tr>
<tr>
<td></td>
<td>The number of studies that have evaluated the given topic</td>
</tr>
<tr>
<td></td>
<td>The overall sample size across all included studies</td>
</tr>
<tr>
<td>Consistency</td>
<td>For any given topic, the extent to which similar findings are reported from work using similar and different study designs</td>
</tr>
</tbody>
</table>

Adapted from How to use the evidence: Assessment and application of scientific evidence. National Health and Medical Research Council, Canberra, Commonwealth of Australia, 2000, pp 1-84 (275).

| Panel ratings of available evidence supporting guideline statements. |
|-----------------|--------------------------------------------------|
| A | Strong research-based evidence (multiple relevant and high-quality scientific studies). |
| B | Moderate research-based evidence (one relevant high-quality scientific study or multiple adequate scientific studies*). |
| C | Limited research-based evidence (at least one adequate scientific study* in patients with low back pain). |
| D | Panel interpretation of information that did not meet inclusion criteria as research-based evidence. |

* Met minimal formal criteria for scientific methodology and relevance to population and specific method addressed in guideline statement.

Table 6. Designation of levels of evidence as used in evidence-based guidelines by the American Society of Interventional Pain Physicians.

<table>
<thead>
<tr>
<th>Level</th>
<th>Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level I</td>
<td>Conclusive: Research-based evidence with multiple relevant and high-quality scientific studies or consistent reviews of meta-analyses</td>
</tr>
<tr>
<td>Level II</td>
<td>Strong: Research-based evidence from at least one properly designed randomized, controlled trial; or research-based evidence from multiple properly designed studies of smaller size; or multiple low quality trials</td>
</tr>
</tbody>
</table>
| Level III| Moderate:  
   a) Evidence obtained from well-designed pseudorandomized controlled trials (alternate allocation or some other method);  
   b) evidence obtained from comparative studies with concurrent controls and allocation not randomized (cohort studies, case-controlled studies, or interrupted time series with a control group);  
   c) evidence obtained from comparative studies with historical control, 2 or more single-arm studies, or interrupted time series without a parallel control group |
| Level IV | Limited: Evidence from well-designed non-experimental studies from more than one center or research group; or conflicting evidence with inconsistent findings in multiple trials |
| Level V  | Indeterminate: Opinions of respected authorities, based on clinical evidence, descriptive studies, or reports of expert committees |

Table 7. Quality of evidence developed by USPSTF.

<table>
<thead>
<tr>
<th>I</th>
<th>Evidence obtained from at least one properly randomized controlled trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>II-1</td>
<td>Evidence obtained from well-designed controlled trials without randomization</td>
</tr>
<tr>
<td>II-2</td>
<td>Evidence obtained from well-designed cohort or case-control analytic studies, preferably from more than one center or research group</td>
</tr>
<tr>
<td>II-3</td>
<td>Evidence obtained from multiple time series with or without the intervention. Dramatic results in uncontrolled experiments (such as the results of the introduction of penicillin treatment in the 1940s) could also be regarded as this type of evidence</td>
</tr>
<tr>
<td>III</td>
<td>Opinions of respected authorities, based on clinical experience descriptive studies and case reports or reports of expert committees</td>
</tr>
</tbody>
</table>

Adapted from the U.S. Preventive Services Task Force (USPSTF) (277).

recommendations 1B with moderate quality evidence derived from exceptionally strong evidence from observational studies. Obviously, observational studies or case series encompass the evidence in other categories including 1C strong recommendation with low-quality evidence and of course, all weak recommendations with high or low quality evidence.

5.7.7 Applicability

Applicability or generalizability of the results of a systematic review is crucial. Decisions about applicability depend on knowledge of particular circumstances in which decisions about health care are being made, however authors of systematic reviews should cautiously approach the issue of applicability and should not assume that their own circumstances, or the circumstances reflected in the included studies, are necessarily the same as those of others. However, authors of systematic reviews may assist with recommendations about applicability by drawing attention to the spectrum of circumstances to which the evidence is likely to be applicable (274).

5.7.8 Limitations

The interpretation may also discuss the trade-offs between benefits and harms, and, less often, costs. The cost effective analysis or economic evaluation are important for policy decisions.

5.8 Updating Reviews

Updating and improving access to the reviews is crucial in modern medicine. The Cochrane Collaboration requires that reviews consider updating each synthesis every 2 years in some cases. ASIPP also requires updating of these reviews every 2 to 4 years. The emergence of important new evidence from a fresh study can mean that updating is needed even sooner. The requirements for updates illustrated that a qualitative or quantitative signal for updating occurred for 57% of reviews with a median duration of survival free of a signal for updating of 5.5 years (279). However, approximately 23% of reviews required a review within 2 years and 15% within one year. It was also shown that in 7% of the reviews they required revision at the time of the publication. Longevity and
survival for interventional pain management topics may be shorter than other subjects, however, it has been reported that the improvement in quality with subsequent reporting was seen only in certain individual items with no overall improvement seen with updating and methodologic quality (280).

### 6.0 Reporting of Systematic Reviews

The MOOSE statement (120), a proposal for reporting of Meta-analysis of Observational Studies in Epidemiology describes specifications of reporting including background, search strategy, methods, results, discussion, and conclusion. Use of the checklist is expected to improve the usefulness of meta-analysis for authors, reviewers, editors, readers, and decision-makers. The checklist is illustrated in Table 9. However this document has not provided a flow diagram. The QUOROM flow diagram (Fig. 1) shows progress through the stages of systematic reviews.

#### 6.1 Title

The title should identify the report as a systematic review or meta-analysis of observational studies.

#### 6.2 Abstract

The structured abstract must provide a series of headings pertaining to the design, conduct, and analysis of a trial with standardized information appearing under each heading. It has been shown that structured abstracts are of higher quality than the more traditional descriptive abstracts (158,281-284) and they also allow readers to find information more easily (283,285). These headings should include or incorporate objectives showing the clinical question explicitly; data sources showing the databases and other information sources; review methods showing the selection criteria; methods of validity assessment, data extraction, and study char-

### Table 8. Grading recommendations.

<table>
<thead>
<tr>
<th>Grade of Recommendation/Description</th>
<th>Benefit vs Risk and Burdens</th>
<th>Methodological Quality of Supporting Evidence</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A/strong recommendation, high-quality evidence</td>
<td>Benefits clearly outweigh risk and burdens, or vice versa</td>
<td>RCTs without important limitations or overwhelming evidence from observational studies</td>
<td>Strong recommendation, can apply to most patients in most circumstances without reservation</td>
</tr>
<tr>
<td>1B/strong recommendation, moderate-quality evidence</td>
<td>Benefits clearly outweigh risk and burdens, or vice versa</td>
<td>RCTs with important limitations (inconsistent results, methodological flaws, indirect, or imprecise) or exceptionally strong evidence from observational studies</td>
<td>Strong recommendation, can apply to most patients in most circumstances without reservation</td>
</tr>
<tr>
<td>1C/strong recommendation, low-quality or very low-quality evidence</td>
<td>Benefits clearly outweigh risk and burdens, or vice versa</td>
<td>Observational studies or case series</td>
<td>Strong recommendation but may change when higher quality evidence becomes available</td>
</tr>
<tr>
<td>2A/weak recommendation, high-quality evidence</td>
<td>Benefits closely balanced with risks and burden</td>
<td>RCTs without important limitations or overwhelming evidence from observational studies</td>
<td>Weak recommendation, best action may differ depending on circumstances or patients’ or societal values</td>
</tr>
<tr>
<td>2B/weak recommendation, moderate-quality evidence</td>
<td>Benefits closely balanced with risks and burden</td>
<td>RCTs with important limitations (inconsistent results, methodological flaws, indirect, or imprecise) or exceptionally strong evidence from observational studies</td>
<td>Weak recommendation, best action may differ depending on circumstances or patients’ or societal values</td>
</tr>
<tr>
<td>2C/weak recommendation, low-quality or very low-quality evidence</td>
<td>Uncertainty in the estimates of benefits, risks, and burden; benefits, risk, and burden may be closely balanced</td>
<td>Observational studies or case series</td>
<td>Very weak recommendations; other alternatives may be equally reasonable</td>
</tr>
</tbody>
</table>

Fig. 1. Progress through the stages of a systematic review of observational studies.

6.3 Introduction or Background

The introduction includes the scientific background and an explanation of rationale. Typically the introduction includes reporting of the background with a free-flowing text, without a structured format, in which the authors explain the scientific background of the clinical problem, biological rationale for the intervention, and rationale for the systematic review. In addition, the introduction or background should provide an appropriate explanation for how the systematic review might work and the research involving people should be based on a thorough knowledge of the scientific literature (286, 287). The authors should
also explicitly explain if the systematic review is limited to the review of the individual articles or if the meta-analysis is planned.

As shown in Table 9, the MOOSE recommends a format which includes problem definition, hypothesis statement, description of study outcome(s), type of exposure or intervention used, type of study designs used, and study population.

Table 9. A proposed reporting checklist for authors, editors, and reviewers of meta-analyses of observational studies.

<table>
<thead>
<tr>
<th>Reporting of background should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem definition</td>
</tr>
<tr>
<td>Hypothesis statement</td>
</tr>
<tr>
<td>Description of study outcome(s)</td>
</tr>
<tr>
<td>Type of exposure or intervention used</td>
</tr>
<tr>
<td>Type of study designs used</td>
</tr>
<tr>
<td>Study population</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of search strategy should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualifications of searchers (eg, librarians and investigators)</td>
</tr>
<tr>
<td>Search strategy, including time period included in the synthesis and keywords</td>
</tr>
<tr>
<td>Effort to include all available studies, including contact with authors</td>
</tr>
<tr>
<td>Databases and registries searched</td>
</tr>
<tr>
<td>Search software used, name and version, including special features used (eg, explosion)</td>
</tr>
<tr>
<td>Use of hand searching (eg, reference lists of obtained articles)</td>
</tr>
<tr>
<td>List of citations located and those excluded, including justification</td>
</tr>
<tr>
<td>Method of addressing articles published in languages other than English</td>
</tr>
<tr>
<td>Method of handling abstracts and unpublished studies</td>
</tr>
<tr>
<td>Description of any contact with authors</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of methods should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description of relevance or appropriateness of studies assembled for assessing the hypothesis to be tested</td>
</tr>
<tr>
<td>Rationale for the selection and coding of data (eg, sound clinical principles or convenience)</td>
</tr>
<tr>
<td>Documentation of how data were classified and coded (eg, multiple raters, blinding, and interrater reliability)</td>
</tr>
<tr>
<td>Assessment of confounding (eg, comparability of cases and controls in studies where appropriate)</td>
</tr>
<tr>
<td>Assessment of study quality, including blinding of quality assessors; stratification or regression on possible predictors of study results</td>
</tr>
<tr>
<td>Assessment of heterogeneity</td>
</tr>
<tr>
<td>Description of statistical methods (eg, complete description of fixed or random effects models, justification of whether the chosen models account for predictors of study results, dose-response models, or cumulative meta-analysis) in sufficient detail to be replicated</td>
</tr>
<tr>
<td>Provision of appropriate tables and graphics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of results should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphic summarizing individual study estimates and overall estimate</td>
</tr>
<tr>
<td>Table giving descriptive information for each study included</td>
</tr>
<tr>
<td>Results of sensitivity testing (e.g., subgroup analysis)</td>
</tr>
<tr>
<td>Indication of statistical uncertainty of findings</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of discussion should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative assessment of bias (eg, publication bias)</td>
</tr>
<tr>
<td>Justification for exclusion (eg, exclusion of non–English-language citations)</td>
</tr>
<tr>
<td>Assessment of quality of included studies</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of conclusions should include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consideration of alternative explanations for observed results</td>
</tr>
<tr>
<td>Generalization of the conclusions (i.e., appropriate for the data presented and within the domain of the literature review)</td>
</tr>
<tr>
<td>Guidelines for future research</td>
</tr>
<tr>
<td>Disclosure of funding source</td>
</tr>
</tbody>
</table>


6.4 Methods

Methods include searching, selection, validity assessment, data extraction, study characteristics, and data synthesis.

6.4.1 Searching

Reporting of the search strategy should include qualification of the searchers, specification of data-
bases used, search strategy and index terms, use of many specific features (i.e., explosion), search software used, use of hand searching in contact with authors, use of material and languages other than English, use of unpublished material, and exclusion criteria used. Published research shows that the use of electronic databases may find only half of all the relevant studies and contacting authors may be useful (288), although this result may not be true for all topic areas (289). Search strategies and finding the relevant studies are described in section 5 of how to conduct systematic reviews in meta-analysis.

6.4.2 Selection
The authors should clearly describe the inclusion and exclusion criteria with the definition of the population, intervention, principle outcomes, and study design (290). Precise details of the population, setting and locations, interventions, outcomes, and objectives must be clearly described. MOOSE as shown in Table 9, illustrates that reporting of methods should include description of relevance, appropriateness of studies assembled for assessing the hypothesis to be tested. Further, rationale for the selection and coding of data, documentation of how data were classified and coded is essential in the reporting.

6.4.3 Validity Assessment
The multiple criterion process used to assess the validity must be described. These may include appropriate allocation, they may include questions such as those utilized in AHRQ quality assessment criteria for observational studies (33,138) such as study question, study population, comparability of subjects, exposure or intervention, outcomes measures, statistical analysis, and the results. The MOOSE statement describes that reporting of methods should include assessment of confounding (i.e., comparability of case and control studies where appropriate, assessment of study quality, including blindness of quality assessors; stratification or regression on possible predictors or study results).

6.4.4 Data Extraction
Data extraction should be described clearly whether it was completed independently or in duplicative (32).

6.4.5 Study Characteristics
Under this section, the type of study design, participants' characteristics, details of intervention, outcome definitions, and the assessment of clinical heterogeneity must be described. Along with assessment of the study quality, assessment of heterogeneity must be reported (120).

6.4.6 Data Synthesis
The principle measure of effect, relative risk, method of combining results, statistical testing, and confidence intervals, handling of missing data, how statistical heterogeneity was assessed, a rationale for any prior sensitivity and subgroup analysis, and any assessment of publication bias should be clearly documented and reported. Methods for quantitative and qualitative data synthesis must be reported.

6.4.7 Statistical Analysis
Description of statistical methods should be provided with a completed description of fixed or random effects models, justification of whether the chosen models account for predictors of study results, dose-response models, or accumulative meta-analysis in sufficient detail to be replicated.

6.5 Results
The results section includes trial flow, study characteristics, and quantitative data synthesis. The MOOSE statement (120) describes that the reporting of results should include graphics summarizing the individual study estimate and overall estimate, tables giving descriptive information to each study included, results of sensitivity testing or subgroup analysis, and indication of statistical uncertainty of the findings.

6.5.1 Study Flow
A study flow figure should be inserted which shows how the literature was searched and inclusion/exclusion criteria were met as shown in Figure 1.

6.5.2 Study Characteristics
Authors should present descriptive data for each study, along with sample size, intervention, dose, duration, and follow-up periods, etc. This data may be presented in the form of a table providing descriptive information for each study included.

6.5.3 Quantitative Data Synthesis
Results should show the principle measures of effect, statistical testing, and confidence intervals; handling of missing data; results of statistical heterogeneity; results of subgroup analysis if performed; and
the results of publication bias if they were assessed. Further, it should be reported on agreement on the selection and validity assessment in the form of simple summary results for each treatment group in each trial for each primary outcome; data needed to calculate effect sizes and confidence intervals; and intention-to-treat analysis with tables of counts, means, and standard deviations or proportions (32). Data may be provided in graphic format summarizing individual study and overall estimates along with indication of statistical uncertainty of findings (120).

### 6.5.4 Level of Evidence

The level of evidence may be presented based on the conditions and the results, however, this is not required based on MOOSE statement.

### 6.5.5 Recommendations

Grading of recommendations may be provided which is not a recommendation of the MOOSE statement. Further, cost-effectiveness analysis may also be provided which is not a requirement of the MOOSE statement.

### 6.5.6 Discussion

The discussion should summarize key findings; discuss clinical inferences based on internal and external validity; interpret the results in light of the totality of available evidence; describe potential biases in the review process such as publication bias; and suggest a future research agenda. MOOSE specifically describes that discussion should include quantitative assessment of bias, (i.e., publication bias, justification for exclusion such as, exclusion of non-English language citation), and assessment of quality of included studies. It is essential to utilize the recommendations of QUOROM (104) and MOOSE (120) specifically if systematic reviews or meta-analysis combined both randomized and observational studies.

Significant guidance has been provided with journals encouraging a structure to the authors’ discussion of the results (291-293). The Annals of Internal Medicine (292) recommends that authors structure the discussion section as follows:

1. A brief synopsis of the key findings
2. Consideration of possible mechanisms and explanation
3. Comparison with relevant findings from other published studies
4. Limitations of the present study and methods used to minimize and compensate for those limitations
5. A brief section that summarizes the clinical and research implications of the work, as appropriate

However, it is of particular importance to discuss the weakness and the limitations of the study as described by multiple authors and required by some journals including Pain Physician (158,281,294-296). It is also essential to describe the differences between statistical significance and clinical importance. Further, the major feature of descriptions in recent years with personal biases begs for detailed disclosure of the authors and organizations conducting systematic reviews and guidelines.

It is essential to include a comprehensive conclusion, the MOOSE statement (120) includes that the conclusion should include consideration of an alternative explanation for observed results, generalization of the conclusion (i.e., appropriate for the data presented and within the domain of the literature review), guidelines for future research, and disclosure of funding source.

### 7.0 Discussion

Assessment of health care interventions can be misleading unless investigators ensure unbiased comparisons in all aspects from conducting the studies to reporting of individual studies, systematic reviews and meta-analyses, evidence synthesis, and guideline preparation. In interventional pain management settings, results of clinical trials, both randomized and observational, along with multiple systematic reviews, have been ruled ineffective based on flawed methodology in the evidence synthesis. Poorly executed systematic reviews tend to exaggerate treatment effects both negative and positive with important biases. Thus, it is essential to produce high-quality research, which the result of consistently eliminates bias and shows significant effect size.

The design, implementation, and reporting of a systematic review or meta-analysis requires methodologic, as well as clinical expertise including meticulous effort, high index or suspicion for unanticipated difficulties in bias, potentially unnoticed problems, and methodological deficiencies; and skills to report the findings appropriately with close attention to minimize bias. It is crucial that sound methodology encompassing adequate reporting and conduct of the review which rests on the footing of sound science. This will limit the exposure of readers to specula-
tion. Intervventional pain specialists must understand the differences between multiple types of reviews—systematic, meta-analysis, narrative, focused, health technology assessments, and types of methodologic quality assessment, and levels of evidence and grading of recommendations.
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